Difficulty Influence on Motivation over Time in Video Games using Survival Analysis
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ABSTRACT
In this paper, we study the link between difficulty and player’s motivation in two games developed by Ubisoft®: Rayman® Legends and Tom Clancy’s The Division®,. We describe a method to estimate players’ difficulty over time and link it’s time varying effect with players retention. Results confirm flow and self-efficacy theory. Also, for the first hours of playtime, results differ between the two games. We explain that discrepancy with regard to attribution theory : in Rayman Legends, failure can be mainly attributed to the player skills, while in Tom Clancy’s The Division, avatar’s strength plays a fundamental role and can always be relatively quickly improved.

1 INTRODUCTION
When it comes to foster and maintain a video game player’s motivation, difficulty is one of the most important parameter to carefully adjust. Authors have tried to explain the inherent appeal of video games, and many of them consider challenge as one of its most fundamental characteristics. However, challenge or difficulty are complex subjective notions, and their relationship with motivation is not obvious. In this paper, our aim is to investigate this relationship, and thus help the design of more compelling interactive experiences. To study the motivational aspects of video games, many authors observe a recruited sample of players during a controlled experiment, sometimes even using games specifically designed for the study. This type of study allows A/B testing and fine-grained observation of the players’ behavior. However, such an experimental setting has a certain cost, and cannot be maintained for a long period of time.

However, when it comes to challenge and difficulty, time seems to be an important parameter. Of course, the player’s knowledge and skills are changing over time and thus the absolute difficulty needs to rise with them. But even from a relative point of view, the players may not appreciate the same level of relative difficulty at the beginning of the game, when they totally discover the gameplay mechanics and at the end, when they combine the basic mechanics to discover more advanced gameplay dynamics. The problem is that, from an experimental point of view, the impact of difficulty over time on motivation might be very hard to observe in a controlled experiment, as the players’ progression may require many hours of playtime.

Hopefully, out of laboratories, player monitoring is becoming standard. Gaming hardwares are today almost always connected to the Internet. Game sessions can be recorded, and gathered by game companies. These data allow game developers to get a more detailed feedback on their work, and even to update their game after release, according to the players behavior. These recordings allow us to study players that have not been recruited, and that play polished gameplays for long period of times.

This gives us a chance to see how motivational models behave in a real-world gaming context, over large periods of time.

In the first sections of the paper, we describe how we compute difficulty for both games, while explaining in detail the survival analysis model we developed for this study. Then, we analyze the link between difficulty and player’s retention measured in both games. Finally, we explain how these results may confirm motivational theories in the context of video games.
2 DIFFICULTY IN VIDEO GAMES

Many authors consider challenge as one of the most fundamental aspects of video games’ inherent appeal. Malone has studied young children’s motivation to play video games. He proposes three features that make computer games so captivating: challenge, curiosity and fantasy [15]. In his model, challenge is directly related to the game’s difficulty and corresponds to the uncertainty for the player to reach the game’s goals. Lazzaro proposes a four factor model, where Hard Fun is related to the feeling of overcoming difficult tasks [13]. Sweetser et al see challenge as one of the most important part of their Game Flow framework [18]. The work of Sweetser et al stems from Mihaly Csikszentmihalyi’s Theory of Flow [7]. Csikszentmihalyi has been trying to figure out the properties of activities showing a strong, intrinsic ability to motivate. His research states that these activities provide perceived challenges, or opportunities for action, that stretch (neither overmatching nor underusing) existing skills [7]. Ryan et al also studied intrinsic motivation and apply their Self-Determination Theory to video games, showing how enjoyment is related to the feeling of competence, which relies on an optimal level of challenge, and thus, to the game’s difficulty [17]. Jesper Juul provided insight on how failure, and thus difficulty, is one of the core aspects of video game enjoyment and learning progression [10].

However, while everyone seems to agree on the fact that difficulty is a central aspect of video games, it is still very hard to accurately describe the relationship between difficulty and motivation in video games. First, because difficulty, as well as motivation, are complex notions that can’t be directly measured. We can use questionnaires to assess the subjective aspects of difficulty and motivation but each measure will interrupt the game and thus this assessment cannot be made very often. This is even more problematic if we want to assess the impact of difficulty on motivation over time, because we hardly can rely on a post experiment questionnaire to accurately evaluate the evolution of difficulty throughout the game. It is possible to integrate such an assessment to the gameplay, as Constant et al did for the subjective difficulty [5]. But this kind of assessment is restricted to turn based games and necessitates a gameplay modification.

Then, we can try to estimate difficulty and motivation from the player’s actual behavior in the game. First, the player’s performance is related to the game’s difficulty. If the game is harder, the player will lose more often, and this failure ratio can be monitored. However, as detailed by Levieux et al, this measure of difficulty is also linked to the player’s motivation [14]. Indeed, the player’s performance can decrease both because the game is more demanding or because the player’s motivation has dropped, and he invests less attentional resources in the game. We thus have to make rough assumptions to study a game’s difficulty using the player’s performance: that while he is playing, he always does his best to win the game, and that if his motivation drops below a certain level, he will just stop playing. With this assumption, we can consider that the player’s performance allows us to estimate the objective difficulty of the game, and that the link between difficulty and motivation is similar to the link between difficulty and retention.

Many research point the importance to understand the temporal aspect of the game [12] and propose a way to model it [21]. In this paper, we are particularly interested in the impact over time of difficulty on motivation. First, it is to note that difficulty varies with time in a video game. The player gets better at playing, but the game also constantly increases the required performance level. Moreover, from a motivational perspective, difficulty has not the same impact on motivation at the beginning or at the end of the game. Klimmt et al realized an experiment on a shooter game where player enjoyed the lowest level of difficulty. They suggest that at the beginning of a game, the players’ representation of the game’s difficulty is not calibrated, and that they tend to like high amounts of positive feedback and do not realize that difficulty is low. Having a low difficulty at the start of the game is also coherent with self-efficacy theory: Albert Bandura explains that failure lowers mastery expectations, especially in the early course of events. If failure happens after a strong efficacy expectation has been developed, then failure should have a smaller negative impact on motivation, or even have a positive one if the players know that failure can be overcome with sustained effort [2].

The influence of difficulty over time can be hard to capture in a controlled experiment, primarily because of the complexity and cost of following players over long period of times. Hopefully, video games remote monitoring gives us access to the whole history of players’ behavior. In this paper, we describe a method to analyze such longitudinal data, and apply this method to two video games where players were remotely monitored during their game sessions.

2.1 Estimating difficulty

We estimate the difficulty of a challenge from the players’ failures and successes for that challenge, as Levieux et al defined it [14]. Let X being game variables that represent both player and challenges characteristics, then we estimate the difficulty as the probability to fail knowing those characteristics.

\[ P(\text{fail}|X) \]

At this point, any statistical model can be used to model difficulty. However, to model the difficulty of a challenge, we need variables describing both the challenge and the player skills. Telemetric data often describe challenge completion, but are rarely accurate enough to describe the player’s mastery of the game mechanics, i.e., the player skills. Thus, we need to take into account skills variability among players, that is, the fact that a challenge will not have the same difficulty for each player. We make the assumption that

\[ P(\text{fail}|X) \]
skills variability is randomly distributed among players, following a normal distribution. Consequently, we can model a challenge difficulty and take into account this unobserved random effect by using a mixed effect logistic regression. Challenge characteristics are modeled as fixed effects and a random intercept is to take into each player’s skills. Once we get a model of player’s difficulty associated to a given challenge, player’s characteristics and player’s skill, we can compute the estimated difficulty.

Our difficulty model allows us to estimate the game’s difficulty over time. Indeed, for each value of playtime, we know the value of game variables associated to the current challenge. Thus, we can compute the estimated difficulty over playtime\(^1\) for each player as illustrated on figure 1. A difficulty of 0.3 means that player probability to fail the challenge knowing his characteristics is of 30%.

3 SURVIVAL ANALYSIS

3.1 Retention

Motivation is a complex psychological construct that we cannot directly observe. In this research, we estimate players’ motivation through retention. Indeed, we suppose that the lowest the motivation, the more chances there are the player stops playing.

Many authors have studied the impact of design variables on retention [1, 3, 8, 9, 11, 22]. None of this research has however focused on the impact of difficulty on retention. Our aim here is not to predict retention but rather to be able to better describe the link between difficulty and retention, and thus, player’s motivation.

To do so, we rely on survival analysis. For an overview of survival analysis applied to playtime measurement see [20]. Let \( T \) be a random variable associated to player’s total playtime. Retention is defined as the amount of players remaining in the game after \( t \) hours of playtime and is noted \( S(t) \).

\[
S(t) = P(T > t) \quad (1)
\]

In our research, we estimate the link between difficulty and retention using a regression model that relies on a slightly different way to look at retention: the quit rate. Quit rate, noted \( \lambda(t) \), is the probability that a player stops playing and never plays again afterwards, in a small interval of time, knowing that he was playing just before. Among many authors, it was used by Chen et al to model the impact of network quality on player departure [4].

\[
\lambda(t) = \lim_{h \to 0} \frac{P(t < T \leq t + h | T > t)}{h} \quad (2)
\]

It is well know that we can compute quit rate from retention and vice-versa. A natural way to model the influence of game variables on quit rate is to use the Cox proportional hazard model [6].

Equation (3) shows an extend version of Cox proportional hazard that includes time varying variables and time varying coefficients.

\[
\lambda(t) = \lambda_0(t) \exp \left( \sum_{j=1}^{p} X_{i,j}(t) \beta_j(t) \right) \quad (3)
\]

Various approaches have been proposed to deal with time varying variables [24], time varying coefficients [25] or both [16]. However, none of them include both time varying variables and time varying coefficients and can also be scaled up to deal with the very large amount of data available in the video game industry.

3.2 Cox model parameter estimation

As for many statistical methods, we search for parameters values that maximize the probability to have seen the events we observed, i.e., the model’s likelihood. Cox proportional hazard log-likelihood is shown in equation(4)\(^2\).

The log-likelihood can be decomposed in two parts. The first integral corresponds to the probability given by the model to see an event occur, when this event actually occurred, while the second integral corresponds to the probability not to have seen this event before.

\[
\ell_n(\beta) = \frac{1}{n} \sum_{i=1}^{n} \left[ \int_{0}^{\tau} X_{i,j}(t) \beta_j(t) dN_i(t) - \int_{0}^{\tau} Y_i(t) \exp \left( \sum_{j=0}^{p} X_{i,j}(t) \beta_j(t) \right) dt \right] \quad (4)
\]

3.3 Time varying variables and coefficients

In video games, variables are changing over time: avatar’s characteristics change as the player equips new weapons, difficulty goes slowly up and sometimes peaks up or down. In equation (4) we thus use \( X(t) \). Our model is then more accurate as we do not summarize \( X \) over time by using a mean for instance, but rather take into account a more timely accurate value of \( X \).

Variables influence also vary with time. For instance, self efficacy theory states that high levels of difficulty can be more harmful at the beginning of the game. We can model this time varying link between difficulty and motivation with time varying coefficients.

In order to allow coefficient to vary with time without increasing too much the computational complexity, we introduce a piecewise constant estimator. The time interval is discretized in multiple sets, with each set having its own specific coefficient.

Let \( (I_l)_{l \in [0, 1]} \) be a partition of \([0, \tau]\), then

\[
\beta_j(t) = \beta_{j,l} 1_{(I_l)}(t). \quad (5)
\]

To avoid the curse of dimensionality, we introduce a group total variation penalty (5), forcing the model to use as few variations in the parameters as possible. Figure 2 illustrates the effect of total variation penalty. The model without penalty (orange lines) has 9 parameters. The penalty value associated with these coefficients is shown in green. It corresponds to the additional cost related to the combination of successive coefficients. Finally, using a model with total variation (in red) we get a model with only 3 parameters.

This penalty can be combined with a Lasso penalty [19] in order to reduce the number of game variables, excluding those that are less predictive of player retention.

\(^1\)Playtime unit is hours for every figures

\(^2\)\(N_i(t)\) is the counting process associated to an event (player departure) and \( Y_i(t) \) equal 1 before the player stop playing and 0 after
In this study, we use the previous model on Ubisoft internal data to estimate the link between difficulty and motivation on two games for which we have access to the players’ longitudinal data.

The first game is Rayman Legends, a platform game developed by Ubisoft and released in 2013. In this game, the players have to jump between platforms to reach the end of a level, by collecting as much as possible of different items and avoiding to be killed by different traps.

In Rayman Legends, we consider that the player fails every time he quits a level without finishing it. When the players dies in the level, he spawns to a previous checkpoint, but the death or spawn events are not tracked individually. We thus compute the difficulty as the probability that the player quits the current level.

Tom Clancy’s The Division is an open world third-person shooter with Role Playing Games mechanics, also developed by Ubisoft and released in March 2016. In this game, the player has to accomplish several missions for his avatar to get stronger, to unlock new regions of the open world and to learn about the game’s unfolding story.

In Tom Clancy’s The Division, we compute the difficulty by considering a failure each time the player is not able to finish a mission, either because his avatar died or because he did not manage to accomplish a specific mission goal and had to try again. Difficulty estimation is thus a function of the mission id, the difficulty selected by the player for this mission, and various avatar characteristics.

In both games, the sequence of levels is not totally imposed to the player. Several levels are unlocked at specific moments, and the player may always freely choose between different levels, or even to play again a level he already finished.

5 RESULTS

5.1 Estimated difficulty

For both games we plot estimated difficulty over time using a weighted kernel regression (fig. 3). The area under the ROC curve (AUC) for logistic mixed regression is 80 for Rayman Legend and 81 for The division. Estimated difficulty in Rayman Legends starts around 15 percent and continuously increases to reach nearly 30 percent after 30 hours of playtime. The difficulty smoothly increases as the players level up.

On the other hand, Tom Clancy’s The Division’s difficulty quickly increases during the first game hours, and reaches a plateau of nearly 30 percent. We can notice that difficulty variation among players is higher in Rayman Legends than in Tom Clancy’s The Division, as shown by quantiles lines.

The differences between the difficulty curves can be explained in two ways. First, in Tom Clancy’s The Division, the player can very easily reduce the difficulty of the game while he may not do so in Rayman Legends. In Tom Clancy’s The Division, the difficulty of a mission depends on the player skills, but also a lot on the characteristics of his avatar. The point is that the player is always able to accomplish easier side missions to buy better weapons, have a more powerful avatar and thus lower the difficulty of the next missions. In Rayman Legends, the player may chose between many available levels, but he may not change a level’s difficulty. If every open level is hard, his only choice is to beat them.

Moreover, in Tom Clancy’s The Division, failure is much more punitive than in Rayman Legends. When the player attempts a mission, he has to walk from a shelter to the mission site, and missions are often longer than a Rayman Level. Tom Clancy’s The Division’s
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5.2 Effect on retention

5.2.1 Rayman Legends. First, we studied the effect of difficulty on quit rate, to estimate what level of difficulty fosters the highest level of motivation in players. Results from the time varying Cox proportional hazard model are shown on figure 4 for Rayman Legends.

In Rayman Legends, we can see that difficulty has a negative link with quit rate. This is equivalent to saying that when they play harder levels, players tend to quit less often. This link between difficulty and retention is growing over time, being close to -0.1 at the beginning and close to -0.8 at the end.

More precisely, the difficulty curve can be interpreted as follows. Say we pick two players A and B that start their 12th hour of playtime. Depending on their skills and the level they choose, difficulty may be at 20% for player A and 40% for player B. The difficulty gap between them is 20%. On the left curve from 4 we can read that the coefficient value associated to difficulty at 12 hours of playtime is around -0.7. Then player A has seen his chances to stop playing multiplied by \( \exp(-0.2 \times (-0.7)) = 1.15 \) relatively to player B. Reversely player B has 15% more chances to stay in the game than player A.

If causality holds, this results mean that by increasing difficulty, especially in the late hours of the game, we can increase player retention. Moreover, we may give an estimate of the retention gain induced by this change. However, as we are not in a controlled experiment where players are forced to play at a given difficulty level, therefore we can not conclude to causality. Furthermore many unobserved information can affect both difficulty and retention. This experiment shows only interesting correlations that have to be further investigated in controlled experiments to derive a causality link.

Then, we study the effect of difficulty variation on quit rate. Indeed, players may tend to prefer a higher level of difficulty but on the other hand, they may not like to have the difficulty change very quickly from easy to hard, for instance. The right curve on 4 describes the effect of difficulty variation on quit rate. Here, a difficulty variation has to be understood as the difficulty derivative over time.

The results show that in Rayman Legends, a high difficulty variation in the first hours of the game will have a negative impact on player retention. Once again if causality holds and given the previous results, a design recommendation could be to smoothly increase the difficulty in the first hours of the game and increase it much more as playtime goes up.

5.2.2 Tom Clancy’s The Division. Figure 5 show the same analysis on Tom Clancy’s The Division. Here also we notice than a higher difficulty is correlated with an higher retention. However the effect is strong even during the first hours of the game. In the first hours, a player with a difficulty of 30% has 21% \( \exp(-0.2 \times (-0.95)) \) more chance to keep playing than a player with a difficulty of 10%. This effect goes up to 27% after 8 hours of playtime.

In Tom Clancy’s The Division, difficulty variation has no influence on player retention. Even an abrupt increase of difficulty seems to have no impact on player departure rate.

Both these results are coherent with motivational aspects of Video Games that we described in the first sections. First, the flow theory states that players tend to prefer an optimal level of challenge. However, we do not know the sweet spot of such a difficulty level. We may postulate that difficulty is balanced when the player has 0.5 chances to win. If we look at figure 3, we can see that the difficulty is largely distributed under 0.5 for both games. Thus, it seems logical that player tend to prefer higher level of difficulty in both games. Having between 70% and 80% of chances to reach a goal might be considered as lower than what a challenging level should be. As Malone puts it, challenge is motivating because it is a source of uncertainty, but it may not be so if the player wins that often.

Then, results in Rayman Legends are coherent with the self efficacy theory and Klimmt’s experiment. In the beginning of the game, players tend to prefer lower level of difficulty, and do not like the strongest variation of the game’s difficulty. Indeed, we can postulate that players need safe practice conditions at the beginning of the game to create a strong belief that they will be able to
beat the game’s challenges. Thus, failure by itself, or unpredictable failure due to a quickly heightened level of difficulty at the early stages of the game may be harmful. But after few hours of playtime, players may realize that the game is fair and believe in their own capacity to beat it, and be ready to appreciate more challenging and variables levels of difficulty.

What may be surprising at first glance is that we really do not get the same results with Tom Clancy’s The Division. In this game, players still tend to link harder levels of difficulty, but this impact of difficulty on retention seems to vary much less over time. Also, it seems that variation of difficulty over time has no impact on player retention. However, we may explain this result through Weiner’s Theory of Attribution [23]. In Rayman Legends, the main cause of failure is the player’s skills. This cause of failure can be controlled, but it has an internal locus of control, and does not change very quickly over time. In Tom Clancy’s The Division, when the player fails, it is also because of his lack of skills but also because his avatar was not strong enough. Hopefully, this later cause is external (the avatar), and can quickly be controlled by doing some side missions or even more quickly by buying better weapons. This may explain why failure seems to have a much more negative motivational impact on Rayman Legends than is has on Tom Clancy’s The Division.

One last interesting thing to note in Tom Clancy’s The Division is that, even though players can manipulate the game difficulty explicitly by changing the mission’s level, or by increasing their avatar level, results shows that players would like the game to be harder. This may be explained by the fact that avatar progression is not only to be interpreted in term of difficulty: player may prefer to have stronger avatar per se, and regret it later when the games is too easy. Also, as we said in section 5.1, failure is much more punitive in Tom Clancy’s The Division, and thus, player may be much more cautious when playing to avoid the frustration failure, at the expense of a more balanced level of difficulty.

6 CONCLUSION

In this paper, we study the link between difficulty and motivation in video games, using telemetric data from two games developed by Ubisoft: Rayman Legends and Tom Clancy’s The Division. We define difficulty as a probability of failure, that we estimate using a mixed effect logistic regression. We estimate the player’s motivation by considering that when his motivation is too low, he will stop playing. We then use survival analysis with time varying variables and coefficients to estimate the link between difficulty and the player’s motivation. This is a model we developed and that is fully explained in the first sections.

Our results tend to confirm theories about player motivation. First difficulty is by itself an explanatory variable of player retention. Then, overall, players tend to prefer higher level of difficulty. The flow theory does not state what the optimal level of difficulty is, but in both games, probability of failure is almost always under what we may call a balanced difficulty at 50% chances of failure. More precisely, in Rayman Legends player do not want rapid changes of difficulty as well as a higher difficulty for the first few hours. This is coherent with self efficacy theory: failure, at the beginning of the game, can harm the belief in their capacity to success. This point is central to the fact that we do not observe the same results at the beginning of Tom Clancy’s The Division. Indeed, in Tom Clancy’s The Division, causes of failure can be attributed to the avatar strength, which is can be quickly modified. In Rayman Legends, failure is mainly due to lack of skills, and thus is much more harmful for the player’s motivation during the first hours of the game.
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